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Klink PC, Oleksiak A, Lankheet MJ, van Wezel R]J. Intermittent
stimulus presentation stabilizes neuronal responses in macaque area
MT. J Neurophysiol 108: 2101-2114, 2012. First published July 25,
2012; doi:10.1152/jn.00252.2012.—Repeated stimulation impacts
neuronal responses. Here we show how response characteristics of
sensory neurons in macaque visual cortex are influenced by the
duration of the interruptions during intermittent stimulus presentation.
Besides effects on response magnitude consistent with neuronal ad-
aptation, the response variability was also systematically influenced.
Spike rate variability in motion-sensitive area MT decreased when
interruption durations were systematically increased from 250 to
2,000 ms. Activity fluctuations between subsequent trials and Fano
factors over full response sequences were both lower with longer
interruptions, while spike timing patterns became more regular. These
variability changes partially depended on the response magnitude, but
another significant effect that was uncorrelated with adaptation-in-
duced changes in response magnitude was also present. Reduced
response variability was furthermore accompanied by changes in
spike-field coherence, pointing to the possibility that reduced spiking
variability results from interactions in the local cortical network.
While neuronal response stabilization may be a general effect of
repeated sensory stimulation, we discuss its potential link with the
phenomenon of perceptual stabilization of ambiguous stimuli as a
result of interrupted presentation.

ambiguous stimuli; motion; variability; visual cortex; spike-field co-
herence

REPETITION IS IMPORTANT for perceptual learning and memory,
but it remains largely unclear how sensory neurons alter their
response characteristics when they are exposed to repeated
stimulation. Studies on the effects of repetition in the brain
predominantly address the reduction of response magnitude
known as adaptation or fatigue (Grill-Spector et al. 2006; Kohn
2007; Mayo and Sommer 2008). However, behavioral and
computational studies on the conscious perception of intermit-
tently presented ambiguous visual stimuli suggest that repeated
stimulus presentations can have much more elaborate effects
on neuronal response characteristics than might be initially
expected from straightforward fatigue (Leopold et al. 2002;
Noest et al. 2007).

Ambiguous stimuli are patterns that contain equal sensory
evidence for multiple, mutually exclusive perceptual interpre-
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tations. When these patterns are viewed continuously, percep-
tion lapses into fluctuations between alternative stimulus inter-
pretations. Temporarily removing an ambiguous pattern from
view severely reduces the number of perceptual fluctuations
and stabilizes perception into one of the possible stimulus
interpretations (Klink et al. 2008; Kornmeier et al. 2007;
Leopold et al. 2002; Orbach et al. 1966; Pearson and Brascamp
2008). This phenomenon is dubbed perceptual stabilization or
perceptual memory, and it has been demonstrated with various
distinct ambiguous patterns (Klink et al. 2008; Pearson and
Brascamp 2008) even when several different patterns are
presented in interleaved sequences (Maier et al. 2003).

The occurrence and depth of perceptual stabilization cru-
cially depend on the duration for which a stimulus is removed
from view (Klink et al. 2008). Long interruptions (>1.0 s)
stabilize perceptual sequences to a single interpretation,
whereas short interruptions (<0.5 s) destabilize perception and
cause increases in the frequency of perceptual alternations.
Perceptual stabilization may be related to increased neuronal
responsiveness and/or to reduced neuronal response variability.
Whereas stimulus presentation duration and repetition are
known to affect neuronal adaptation and fatigue, it is currently
unknown how the duration of temporary stimulus removal
influences the neuronal response to repeated stimuli. Here we
recorded spikes and local field potentials (LFPs) from neurons
in motion-sensitive visual area MT of two macaque monkeys
while they viewed intermittently presented visual motion stim-
uli that were removed from view for durations that varied
between 250 and 2,000 ms.

If MT neurons take part in encoding the subjective percepts
of ambiguous structure-from-motion (SFM) stimuli (Bradley
et al. 1998; Parker 2007) and periodically removing such
stimuli from view stabilizes perception into one specific inter-
pretation (Klink et al. 2008; Leopold et al. 2002), then response
patterns might be hypothesized to “stabilize” under these
circumstances as well. A recent analysis of response variability
dynamics in multiple cortical areas, including MT, demon-
strated that stimulus onset consistently reduces across-trial
variability, implying that cortical circuits become more stable
when driven (Churchland et al. 2010). Response variability
also decreases when stimuli are actively attended (Mitchell
et al. 2007) or when natural stimuli are presented repeatedly
(Yao et al. 2007). Building upon these findings, we hypothe-
size that the depth of perceptual stabilization may reflect a
general, time-limited neuronal response stabilization effect that
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is promoted by an increased involvement of the local cortical
circuits. On a neuronal basis, such a mechanism could manifest
itself in a decrease of across-trial response variability.

MATERIALS AND METHODS

Responses were obtained from 94 neurons in two adult male rhesus
macaques (Macaca mulatta; 46 and 48 cells, respectively) weighing
8-12 kg. Before the experiments, both monkeys were surgically
implanted with a head-holding device and stainless steel recording
chamber (Crist Instruments, Hagerstown, MD) that provided access to
area MT. Monkeys were trained to sit in a custom-made primate chair
with their head fixed and maintain their gaze within a 2°-diameter
virtual fixation window surrounding a white rectangular spot (0.5° X
0.5°, 102 cd/m?) on the screen that was located at a distance of 65.0
cm from the eyes. Upon successful fixation, the fixation spot turned
red (19 cd/m?) and stimulus presentation commenced. The monkey
was periodically (every few seconds, similar for all blocks) rewarded
with liquid drops for maintaining fixation. Eye positions were contin-
uously recorded with an infrared video eye tracker sampling at 500 Hz
(EyeLink; SR Research, Osgoode, ON, Canada). Whenever the mon-
key broke fixation, stimulus presentation stopped and the continuous
fixation timer on which reward delivery was based was reset. All
surgical and experimental procedures complied with Dutch and Eu-
ropean laws and guidelines and were approved by the Utrecht Uni-
versity Animal Experiments Review Committee. Appropriate mea-
sures were taken to minimize pain and discomfort for the animals.

Electrophysiology. For each recording session, a Parylene-insu-
lated tungsten microelectrode (0.1- to 2.0-M{) impedance) was man-
ually inserted through a stainless steel guide tube that passed the dura.
This electrode was then slowly advanced with a hydraulic micropo-
sitioner (David Kopf Instruments, Tujunga, CA). Area MT was
identified by the recording position and depth, the transitions between
gray matter, white matter, and sulci, and the functional properties of
neurons encountered along the electrode track. The extracellularly
recorded signal was preamplified 1,000 times (Bak Electronics, Ger-
mantown, MD), and 50-Hz noise was removed with an adaptive filter
(HumBug, Quest Scientific). The raw signal was then split into two
streams, one of which was sampled and saved at 4 kHz with a CED
1401 data acquisition system together with Spike2 software (Cam-
bridge Electronic Design) to allow off-line analysis of the LFP trace.
The other stream was band-pass filtered (with a Krohn-Hite 3362
filter) between 0.1 and 2.0 kHz, after which action potentials from
single neurons were detected with a window discriminator (Bak
Electronics). Spike times were collected at a 2-kHz resolution with a
Macintosh G4 computer equipped with a National Instruments PCI-
1200 data acquisition board.

When an MT neuron was isolated, direction selectivity was initially
assessed with a contralaterally presented wide-field motion stimulus
comprised of high-density white dots that were coherently moving
against a black background in eight different, pseudorandomly alter-
nating directions. The size and location of the neuron’s receptive field
were then mapped by manually moving a bar of light across the visual
field. Finally, the precise direction tuning and preferred speed of the
neuron were determined by presenting additional moving dot patterns
within the determined receptive field.

Visual stimuli. Stimuli were generated with custom-written soft-
ware on a Macintosh G4 computer and presented on a 21-in. monitor
running at a resolution of 1,024 X 768 pixels and a refresh rate of 100
Hz. All stimuli consisted of 200 white dots (102 cd/m?) presented on
a black background (~0.01 cd/m?). The individual dot size was
0.2° X 0.2°, and the entire stimulus size was 6.7° X 6.7°. Stimuli were
displayed in blocks that contained sequences of up to 120 stimulus
presentations (trials) that each lasted 500 ms. The duration of the
off-period between stimulus presentations was fixed within a block of
presentations and pseudorandomly chosen from four possible dura-

tions (250, 500, 1,000 or 2,000 ms; Fig. 1A). Maintaining roughly the
same number of stimulus presentations within a block while varying
the intermittent blank intervals has the advantage of keeping the total
amount of stimulation that a neuron receives in blocks of stimulus
presentations with different blank durations approximately constant.
This, however, comes at the cost of having longer blocks (in seconds)
with increasing blank durations. We checked the possible confound-
ing effects of different block durations and did not find any (see
Control for block and fixation duration and RESULTS).

For the ambiguous SFM cylinder stimulus, dots were randomly
positioned at each stimulus onset to mimic the two-dimensional
projection of a three-dimensional transparent cylinder. During the 500
ms that this cylinder was presented, the dots coherently moved with an
unlimited dot lifetime simulating a rotating cylinder. The speed of the
simulated rotation was chosen to match the neuron’s preferred speed,
and the axis of rotation was orthogonal to the neuron’s preferred and
null directions, causing one half of the dots to move in the preferred
direction and the other half in the null direction. To avoid confounding
effects of attention (Klink et al. 2008; Kornmeier et al. 2009; Mitchell
et al. 2004), flash suppression (Sengpiel et al. 1995; Sheinberg and
Logothetis 1997; Wolfe 1984), or flash facilitation (Brascamp et al.
2007), we did not include disambiguated stimuli in the sequences of
ambiguous stimuli or ask the monkeys to report their percepts. While
this approach has the disadvantage of not knowing which percept
corresponds to which neural trace, we believe that reducing the
confounding influence of attention allows a cleaner investigation of
the neuronal consequences of long sequences of stimulus presenta-
tions with different removal period durations. The two secondary
stimuli were /) a dynamic random dot pattern (coherence 0%) for
which all dots had a single frame dot lifetime and a randomized
starting position on every presentation and 2) an opaque SFM cylinder
that was similar to the primary ambiguous cylinder, but here only the
100 dots that moved in the neuron’s preferred direction were pre-
sented on the screen.

Data analysis. Both the raw LFP trace and the spike times were
exported to MATLAB (The MathWorks, Natick, MA) for further
analysis. Only responses to stimulus presentations that were part of an
uninterrupted sequence (no breaks in fixation) of at least three sub-
sequent stimulus presentations were included in further analyses.
Peristimulus time histograms (PSTHs) of the spiking activity were
calculated with a bin width of 10 ms, aligned to each stimulus onset.
For calculations of average activities, we assumed a fixed 50-ms
response latency and defined the neuronal response to the stimulus as
the activity in a 500-ms time window after the 50-ms latency. The first
200-ms period of this response window was defined as the transient
phase of the response, while the remaining 300-ms period was defined
as the sustained phase of the response (Fig. 1B, inset, top).

Raw Fano factors (FFs) were obtained per cell for every combina-
tion of stimulus and off-duration by dividing the mean spike count
over individual stimulus responses by the variance over these same
responses in a 70-ms sliding window moving with 10-ms increments
(1 PSTH bin). Additionally, we also calculated FFs by computing a
linear regression between the mean spike count and the spike count
variance of all cells for each sliding window position (Churchland
et al. 2010). The slope of this regression analysis provides an alter-
native estimate of the variance to mean ratio. Such regression analysis
was also performed on a randomly picked subset of the cells that had
an equal overall mean spike count for all off-durations within one of
the stimulus types. The “mean-matched” FF (Churchland et al. 2010)
obtained from such a subset of the data is strongly resistant to FF
changes that are primarily driven by variations in the mean spike
count rather than in variability. While some quantitative differences in
FF dynamics were observed between these three different analyses,
the qualitative pattern was highly consistent. We therefore report only
the results from the first-mentioned, cell-based, FF determination.

The spiking activity in the 100 ms preceding stimulus presentation
was compared with the activity in the period between 50 and 150 ms
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after stimulus onset on a trial-by-trial basis. A receiver operant
characteristic (ROC) analysis was performed on the obtained activity
distributions, and the area under the ROC curve (AUC) was taken as
a measure of stimulus detection sensitivity (Green and Swets 1966).

A local activity contrast (LAC) was calculated by dividing the
absolute difference in spike count between subsequent trials by their
mean spike count. Since this measure turned out to be strongly
correlated with the average spike count on the included trials, we
derived the theoretical relationship between these two variables under
the assumption of Poisson spiking (Bair et al. 1994; Maimon and
Assad 2009). This relationship was then used to divide each recorded
LAC value by the expected value of LAC (<LAC>) at each level of
activity. If this ratio is 1.0, the observed LAC corresponds to the
expected LAC for Poisson spiking. LAC values > 1.0 indicate more
trial-to-trial spiking variability than a Poisson process, whereas LAC
values < 1.0 indicate that the spike counts in subsequent trials are
more regular than a Poisson process.

To calculate the behavior of LAC under the null hypothesis of
Poisson firing (Eq. 1) with spike rate A, we focus on the absolute spike
count difference 6 between subsequent trials at a fixed total spike
count n (Egs. 2 and 3). Expressed in these terms, the LAC can be
defined as denoted in Egq. 4.

plk] = Ne/k! )

20 0 20 40 60

Spikes/s (off,., )  cells. D: distributions of differences in the av-
erage spike rates during stimulus presentation
U = 14.50" A g with longest and shortest off-duration over all
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n=k +k 3)
LAC =2|8|/n )

A useful classical result is that the conditional spike count distri-
bution for a trial (k) under a fixed total spike count 7 is the binomial
distribution of &, hits in n attempts with probability 0.5 (Eg. 5). Fixed
n also implies that the spike count difference 6 is directly related to
both the single trial spike count and the total spike count (Eq. 6). As
a result, the distribution of & is a scaled and shifted version of the trial
spike count binomial, such that it has mean zero and variance n.

Pk, n) =27 "
[kyln] = k,

8:2](1_”

()

(6)

For reasonably large spike counts, this & distribution becomes
Gaussian, so we can easily compute the expected spike count differ-
ence (Eq. 7), and the expected LAC, conditional upon the total spike
count (Eg. 8). Trivially, one can also express the result in terms of the
spike count mean: m = n/2.

J Neurophysiol » doi:10.1152/jn.00252.2012 « www.jn.org

2T0Z ‘02 Jaquiadad Uo Weplaiswy UeA JalsiaAun Je /bio ABojoisAyd-uly/:dny woiy papeojumod



http://jn.physiology.org/

2104 INTERMITTENT STIMULI STABILIZE MT RESPONSES

82
)dﬁ

w O
<|5|>:2f0 —%GXP(—E

2n 8 2n
=/ Zexp[ ]| =+ [Z= O
T 2n T
0
2 2
(LAC) =2 |— = |— ¥
™ ™

For the analysis of precise spike timing we used the timestamps of
spikes relative to stimulus onset. A cost-based distance estimate
between the spike trains of subsequent stimulus presentations was
calculated with the metric developed by Victor and colleagues (Victor
2005; Victor and Purpura 1996). This method estimates the difference
in temporal structure of two spike trains (DP*) as the minimal
overall cost of a set of elementary operations (inserting, removing, or
shifting a spike in time) that are needed to transform one spike train
into the other (for details, see Victor 2005). While the insertion and
removal of a spike are both assigned a fixed value of 1, the cost of
shifting a spike in time is defined relative to the distance it needs to
be shifted. The results reported here were obtained with a cost for
shifting a spike of 0.2 ms™ ', meaning that when a spike would require
a shift of >10 ms to reach its new position, it would be more
cost-efficient to remove and insert a spike rather than displace it. The
D*P*¢ obtained with this analysis was then divided by the number
of spikes to obtain a measure of cost-based distance per spike
(D*Pike/spike).

LFP recordings were low-pass filtered at 250 Hz before further
analysis. The traces were then downsampled to 2 kHz, and second-
order Butterworth notch filters were applied at 50 Hz and 100 Hz.
Around each spike, the samples from 2 ms before to 8 ms after the
spike were removed and replaced with an interpolation of the sur-
rounding LFP trace. Instances where the LFP trace amplitude ex-
ceeded the mean amplitude with >6 standard deviations were labeled
as artifacts, and trials that contained artifacts were removed from the
data analysis. Spectral analysis of spike-field coherence (SFC) was
performed on this signal with a multitaper Fourier analysis method
(Mitra and Bokil 2007; Mitra and Pesaran 1999) performed with the
open-source Chronux 2.0 toolbox (Bokil et al. 2010) for MATLAB,
which is available at http://chronux.org. SFC spectrograms for LFP
frequencies up to 300 Hz were estimated in 200-ms moving windows
zero-padded to 256 ms and moving with 5-ms increments from 250
ms before stimulus onset to 2 s after stimulus offset, using 2 tapers
(time-bandwidth product TW = 1) for frequencies up to 80 Hz and
5 tapers (TW = 3) for frequencies between 80 and 300 Hz.

Control for block and fixation duration. The total amount of
stimulus drive in our experimental design was kept equal for the
different conditions by using approximately the same number of
stimulus presentations for each block while varying the off-period
duration. This choice of equal stimulus drive per block does, however,
result in a difference in total duration of blocks with different
off-periods. Furthermore, since the monkey was required to maintain
fixation throughout a sequence of stimulus presentations, the number
of stimuli that can subsequently be presented in an equally long period
of fixation depends on the off-period as well. To check whether these
factors could potentially influence our results we reanalyzed the data
from the blocks with the shortest off-periods to compare the spike-
based measures reported in this study for four specific subsets of the
data. The first subset included all valid trials (as described above and
reported in RESULTS). The second and third subsets only included the
first and last 10 stimulus presentations of a block of trials, respec-
tively. Any effect of block duration should show up as a difference
between these subsets. In the fourth subset, we only included the first
three trials after the monkey initiated a period of fixation. Contrasting
the results with this subset against the results with all valid trials offers
a control for a possible effect of fixation duration.

RESULTS

To investigate the effects of intermittent stimulus presenta-
tion on neuronal response properties in area MT of the rhesus
macaque, we presented two monkeys with blocks of stimulus
sequences in which the stimulus was repeatedly displayed for
500 ms (“on”) and removed from view for a fixed blank
duration (“off”) that could be 250, 500, 1,000, or 2,000 ms
(Fig. 1A). This off-duration was kept constant within a block of
~100 stimulus repetitions. In correspondence with previous be-
havioral studies on perceptual stabilization, we used an ambigu-
ously rotating cylinder stimulus for which there are two perceptual
interpretations with opposite rotation directions (Klink et al.
2008). To discern any general effect of repeated stimulus presen-
tation from more specific effects related to the presence of a visual
ambiguity, we included two additional control stimuli in our
experimental protocol. These were /) dynamic random noise
patches that contained all motion directions in balanced propor-
tions and 2) unambiguous, “opaque” cylinders (Freeman and
Driver 2006) that contained only one motion direction in the
preferred direction of the recorded neuron and no perceptual
ambiguity. Responses to the sequences of these stimuli were
obtained from 94 single units in area MT of two macaque
monkeys (46 from monkey S and 48 from monkey A).

Spike rate and adaptation. When an MT neuron is continu-
ously, or repeatedly, driven by the same type of input its respon-
siveness will decrease, a phenomenon known as neuronal adap-
tation (Kohn 2007; van Wezel and Britten 2002). The adapted
responsiveness will recover back to baseline values when stimu-
lation stops, but this may take some time. During intermittent
stimulus presentation, the length of the off-period determines the
extent to which a neuron will recover from adaptation evoked by
the previous stimulus presentation. Figure 1B displays the average
PSTHs for the recorded neurons, split up for the three different
stimuli (panels) and four off-durations (colors within a panel). It is
immediately clear that the average response amplitude increases
with increasing off-duration for all three stimuli (Spearman rank
correlations of off-duration vs. average spike rate during stimulus
presentation over all trials within a stimulus type: all » > 0, all P
< 0.001). This effect is clearly visible in both the transient phase
of the response (defined as the first 200 ms after a 50-ms fixed
latency, labeled “T” in Fig. 1B) and in the sustained phase
(defined as the last 300 ms, labeled “S” in Fig. 1B) for the
ambiguous cylinder and dynamic random noise stimuli. In the
transient phase of the response to opaque cylinders, it is less
pronounced but still significant.

The difference in average response magnitude over full
on-periods is largest for a comparison between the blocks with
shortest and longest off-durations. If we directly compare these
average responses for the shortest (250 ms) and longest (2,000
ms) off-durations for individual cells, we notice that for prac-
tically all recorded cells and for all stimuli, long off-durations
yield higher spike rates than short off-durations (Fig. 1, C and
D) (paired ¢-test, P < 0.001). While this effect is exactly what
one would expect from general adaptation, it also presents a
potential confound and requires additional analyses of the
effects of off-durations on response variability. We take these
possible adaptation effects into account by consistently check-
ing to what degree any influence of off-duration on response
variability could be explained by response magnitude.
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Fano factors. It has recently been shown that in a wide range
of cortical areas, including area M T, stimulus onset reduces the
response variability expressed in the Fano factor (FF) (Church-
land et al. 2010). FF is calculated by dividing the spike count
variance of a response by its mean (o°/w). We calculated FFs
for our stimuli and off-durations both by directly dividing the
variance to the mean in a 70-ms sliding windows moving in
10-ms increments and by applying the “mean-matched”
method introduced by Churchland et al. (2010). Since these
two methods resulted in qualitatively similar results (Fig.
2A, inset, bottom), we performed the additional analyses on
the directly calculated FFs that are based on more data
points.

2105

For all three stimulus types, stimulus onset clearly reduced the
FF, but the extent to which the FFs decreased depended on the
duration of the off-period (Fig. 2A). For the ambiguous and
opaque cylinders this notion held for both the transient and sus-
tained phases (Spearman rank correlation, ambiguous: 7., < 0,
P <001 1y <0, Py < 0.02; opaque: rypns < 0, Prans <
0.05; gy < 0, Py, < 0.02), while for the dynamic noise patches
only the transient phase showed a significant off-duration depen-
dence (Fyans < 0, Puans < 0.03; g < 0, Py = 0.10). A
comparison of the average FF during the full stimulus presentation
for the longest and shortest off-durations (Fig. 2, B and C) reveals
that for virtually all cells the FF is lower for the long off-duration

in all three stimuli (paired #-test, P < 0.001). The FF, by defini-
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tion, depends both on the mean and the variance of the neural
response. The observed differences in FF for the different off-
period durations could thus be compromised by the difference in
response magnitude that also varied with the off-period duration.
To control for this potential confound, we performed an additional
analysis of variance with the average spike count as a continuous
predictor variable and the off-period as a categorical predictor
variable. This specific analysis tells us whether response magni-
tude significantly influenced the FF and, if so, the proportions of
the total variance in FF explained by response magnitude and
off-period duration, respectively. The result revealed that response
magnitude was not a significant factor for the observed differences in
FF (ANCOVA, P, o1 = 0.53, den noi = 044, Py o = 0.74).

It has been argued that the drop in FF at stimulus onset reflects
some kind of stabilization of cortical networks when they are
driven (Churchland et al. 2010). Furthermore, it has been demon-
strated that the decline in FF when a stimulus enters the receptive
field of a V4 neuron is stronger when this stimulus is attended than
when it is not attended (Mitchell et al. 2007). This suggests that
attention may cause an additional reduction of response variability
that facilitates a maximized neuronal signal-to-noise ratio (Mitch-
ell et al. 2007). Our results demonstrate that such a stronger
decrease in neuronal response variability similarly exists for
intermittent stimulus presentations without explicit attentional
demands but with increasingly longer off-durations.

A

INTERMITTENT STIMULI STABILIZE MT RESPONSES

Both the increases in response magnitude and the reduction in
FF with longer blank intervals could theoretically improve the
signal-to-noise ratio and help areas downstream from MT to
decode stimulus presentations. To check whether this was indeed
the case we performed a ROC analysis (Green and Swets 1966) in
which we contrasted the spiking activity in the 100 ms before
stimulus presentation with the 50—150 ms after stimulus onset.
The AUC was then taken as an indication of stimulus detection
sensitivity and compared across conditions (Fig. 3). For ambigu-
ous stimuli, AUC values significantly increased with off-duration
(Spearman rank correlation: r > 0, P < 0.05) (Fig. 3A). For
dynamic noise stimuli, there was a similar trend (r > 0, P = 0.06),
but AUC values for opaque cylinders were generally high, even at
short off-duration, leaving no significant effect of off-duration here
(P = 0.55). A paired comparison of AUC values with the shortest
and longest off-durations confirmed these findings (Fig. 3, B and C;
Pomb_ey1 < 0.001, Py, i < 0.01, Py, oy = 0.21). To control for
any effects of dlfferences in mean firing rate between cells, the
same analysis was performed on z score units of spiking, yielding
very similar results (Spearman rank correlations: r,, o1 > 0,
Pamb _cyl < 005 rdyn noi > 0 den noi 006 Pop'i cyl = 0557
paired £-test: Ppyyp, o1 < 0.05, Pyyy noi = 0.06, P, ooy = 0.55).

Local activity contrast. Whereas FFs provide a nice estimate
of response variability over the full sequence of stimulus
presentations and the associated responses, we would also like
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to obtain a more temporally local measure of trial-to-trial
response variability. To this end we calculated the LAC, which
we defined as the absolute spike count difference between
subsequent trials divided by the mean activity of these two
trials (Eq. 9). In this equation, k,, denotes the spike count in the
first trial of the pair and k,,, | the spike count during the second
trial. The LAC can theoretically take values between 0 (when
there is an equal number of spikes on both trials) and 2 (when
there are no spikes on one of the two trials).

_ |kn+1_kn|

IAC= ————
(kn+l + k,l)/Z

)

Figure 4A demonstrates that the LAC value significantly
depends on the duration of the off-interval for all stimuli, with

>

2107

a lower LAC when off-periods are longer (Spearman rank
correlations; all » < 0, all P < 0.05). The LAC values are
relatively low in general, indicating that subsequent trials do
not differ in their spike count all that much. If the shortest and
longest off-durations are contrasted (Fig. 4, B and C), we can
clearly see that for practically all cells the longer off-duration
is correlated with the lower LAC (paired #-test, all P < 0.01).

One concern with this definition of local activity contrast is
that the LACs are strongly correlated with the average spike
count on the two trials (Spearman rank correlations; all r < 0,
all P < 0.0001). Since we already demonstrated that the
duration of the off-interval significantly influences the average
spike count, it remains questionable whether there is any direct
effect of off-period duration on LAC, or whether the effect of
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off-period is a completely indirect effect that acts through a
change in response magnitudes. To answer this question, we
again performed an analysis of variance with response magni-
tude incorporated as a continuous grouping variable. This
analysis revealed that a significant proportion of the variance in
LAC could indeed be explained by differences in response mag-
nitude (ANCOVA, all P < 0.01; @i ey = 0.12, @3y poi =
0.15, wipa_cyl = 0.07). The off-period duration by itself, however,
did also have a small but highly significant influence on the LAC
@l P < 0.01; @2y, o1 = 0.02, @3y poi = 0.01, 03, o1 = 0.03),
meaning that the difference in observed LAC for the different
off-periods does not solely depend on the difference in response
magnitude.

We may visualize the remaining effect of off-period duration
independent of response magnitude by estimating the expected
relation between response magnitude and LAC. This relation
can be approximated if we assume that our neuron’s spike
counts (k) resemble independent samples from the same Pois-
son distribution (Bair et al. 1994; Maimon and Assad 2009).
The assumption of Poisson spiking is, of course, an oversim-
plification and inconsistent with neuronal response features
such as bursting or refractoriness. It is further challenged by
our findings of off-duration-dependent FFs, but it is neverthe-
less a very common interpretation of the spike generation
mechanism that may provide an indication of the dependence
of the LAC on off-duration. The Poisson-predicted LAC values
can be derived to follow Eg. 10 (for details on the derivation
see METHODS AND MATERIALS).

(LAC) = 2 (10)
alky + &y /2)

With this predicted LAC, we can calculate the ratio of the
measured and predicted LAC for every pair of trials individu-
ally (LAC/<LAC>). A value smaller than 1.0 would indicate
less variability in trial-to-trial spike counts than predicted for a
Poisson process, whereas a value larger than 1.0 would imply

A B

more variability. Consistent with our FF findings, Fig. 4D
demonstrates that LAC/<LLAC> decrease with increasing off-
duration, indicating that indeed trial-to-trial variability is lower
when stimulus sequences are presented with longer intermittent
blank intervals. For ambiguous cylinders and dynamic noise,
LAC/<LAC> is above 1.0 for the shortest off-interval and
below 1.0 for the longest off-periods. The resolution of per-
ceptual ambiguity in the former and broad motion direction
content of the latter could be responsible for this higher initial
trial-to-trial variability that appears to stabilize when blank
durations increase. The opaque cylinders that contain only one
motion direction and no inherent ambiguities show an overall
lower LAC/<LAC>, but the stabilizing effect of increasing
off-duration is also clearly present there.

Spike timing precision. Both the FF analysis and the LAC
analysis consider merely the number of spikes in a given time
interval, not their exact moments of incidence. Decreases in
neuronal response variability may, however, also be reflected
in an increased regularity in the timing of spike trains evoked
by subsequent stimulations (Maimon and Assad 2009). To
investigate this possibility, we calculated a cost-based distance
estimate to quantify the similarity in temporal spike train
structure between responses to subsequent stimulus presenta-
tions (Victor 2005; Victor et al. 2007). In this analysis, one
spike train was stepwise transformed into another one with a
specific cost assigned to each elementary step needed to get
there. Removing and inserting a spike had a fixed cost of 1,
while shifting a spike in time had a cost of 0.2 per millisecond
that it needed to be shifted. The minimal overall cost D*P®
needed to transform one spike train into the next was then used
to calculate the cost per spike (DP***/spike) for all stimuli and
blank durations. Figure 5A plots D*P*¢/spike for the different
stimuli and off-durations, averaged over all stimulus presenta-
tions. Spike train distance significantly decreased with increas-
ing off-duration for ambiguous cylinder stimuli (Spearman
rank correlation, » < 0, P < 0.001) and dynamic noise patches
(r <0, P <0.01), while it showed a clear trend for unambig-
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uous opaque cylinder stimuli (r < 0, P = 0.07). Interestingly,
the average D*"**/spike values for the unambiguous opaque
cylinder are a lot lower than for the dynamic random noise
patches, while D*P*¢/spike values for ambiguous cylinders are
similar to those of dynamic noise at short blank intervals but
more similar to those of opaque cylinders at long blank
periods. This transition may be related to the fact that inter-
mittently presented ambiguous stimuli are perceptually unsta-
ble at short off-periods (high perceptual alternation probability)
but become increasingly stable with longer stimulus interrup-
tions (high perceptual repetition probability).

When the average D*"**/spike values of the shortest and
longest off-periods are contrasted for individual cells (Fig. 5, B
and C), the D***/spike value for the longest off-period is
lower in most cells for all three stimuli, an effect that is
significant for the population of recorded neurons (paired
t-tests, all P < 0.001). We again checked whether the D*P'*¢/
spike differences for the different off-periods were merely an
indirect effect of the differences in spike count or whether the
off-period duration had an additional effect by performing an
analysis of variance with average spike count as a continuous
grouping variable. While this analysis revealed that the cost-
based spike train distance was for a significant proportion
influenced by response magnitude (ANCOVA, all P < 0.001;
wimbicyl = 0.05, wﬁyninoi = 0.38, wgpafcy] = 0.50), an addi-
tional effect of off-duration independent of response magnitude
was highly significant as well (all P < 0.01; wimbicyl = 0.21,
3yn noi = 0.05, @3y oy = 0.04).

Control for block and fixation duration. Sequences of stim-
ulus presentations with different intermittent off-durations
were kept equally long in terms of number of stimulus repeti-
tions. Consequently, they differed in their total duration and in
the average number of stimuli presented during a continuous
period of uninterrupted fixation. To control whether these
differences could have affected our results, the data from
blocks with the shortest off-periods were reanalyzed to allow a
comparison of the spike-based measures reported in this study
among four subsets of the data. The first subset included all
valid trials (as described above in ResuLTs). The second and
third subsets controlled for the effect of block duration and
only included the first and last 10 stimulus presentations of a
block of trials, respectively. The fourth subset included only
the first three trials after the monkey initiated a period of
fixation and offers a control for a possible fixation duration
effect.

While we did find some adaptation effects on response mag-
nitude (first 10 trials vs. last 10 trials: Py, o1 < 0.01, Py noi =
028, Pypy oyt < 0.05; first 3 trials after fixation onset vs. all trials:
Pbeyt < 0.01, Py noi = 0.23, Py, oy = 0.22), there were no
effects on any of the variability measures. FFs were not signifi-
cantly different between the first and last 10 trials of a block
(Pamb_ey1 = 0.50, Pyyy oy = 0.27, Py, o = 0.71), or between
the subset of trials right after fixation compared with the full
set of trials (Pyyp oyt = 0.09, Pyyy noi = 0.20, Py oy = 0.41).
The same was true for the D*P**/spike (first 10 trials vs. last 10
trials: Py, oyt = 0.69, Pyyy noi = 0.95, Py, o1 = 0.66; first 3
trials after fixation onset vs. all trials: Py, oyi = 0.27, Pyyy noi =
0.82, Pypy o1 = 0.56) and the LAC (first 10 trials vs. last 10 trials:
Pomb eyt = 089, Py noi = 0.70, Popy o1 = 0.41; first 3 trials after
fixation onset vs. all trials: P, o1 = 0.68, Py, noi = 0.57,

Ppa eyt = 0.38). These controls provide a relatively good indica-
tion that the difference in block duration between different off-
period conditions and/or the number of stimulus presentations
during a continuous period of fixation did not have a significant
impact on our results.

Spike-field coherence. All the spike-based analyses indicated
that neuronal responses are less variable when intermittently
presented stimuli are separated by longer off-intervals. How-
ever, the neuronal mechanisms by which this reduction in
variability is established remain unclear. It has been shown that
spiking variability in sensorimotor cortex is lower in the
presence of oscillations in LFP (Murthy and Fetz 1996). A
straightforward hypothesis would thus be that interactions
between neurons in a local cortical network in area MT
somehow lead to lower spiking variability, perhaps by time-
locking the spikes of the single units in the network to each
other’s activity or to an additional shared neural signal
(Churchland et al. 2010; Kelly et al. 2010; Sussillo and Abbott
2009). Analysis of the LFPs that we recorded simultaneously
with our spiking data may provide some clues about the role of
this local cortical network (Gawne 2010; Katzner et al. 2009).
Since our data were recorded with single electrodes, we cannot
directly correlate the activity patterns of multiple simultane-
ously active neurons. We can, however, use the spiking activity
and LFPs that were recorded from the same electrode to search
for clues of network effects (Belitski et al. 2008; Fontanini and
Katz 2008; Fries et al. 2007; Logothetis 2003; Singer and Gray
1995). To this end, we calculated SFC spectrograms for all
stimuli and contrasted the spectrograms obtained with the
shortest off-duration of 250 ms with those from blocks where
the off-duration was 2,000 ms. If the local cortical network
uses the LFP signal to increase the reliability of information
transfer in spike trains, we would expect to see shifts in the
SFC spectrograms occurring parallel to the changes in spiking
variability.

Time-resolved SFC spectrograms are presented in Fig. 6 and
reveal how the coherence between spikes and the LFP is
modulated by stimulus presentation. Compared with coherence
values during the intermittent blank period, stimulus presenta-
tions increase the coherence in the high gamma frequency
range (>80 Hz) while coherence decreases for lower frequen-
cies (10-50 Hz). This modulation is even more clearly visible
in Fig. 7A, where the average SFC is plotted over time for the
low beta/gamma (10-50 Hz) and high gamma (80-120 Hz)
frequency bands, normalized to the average SFC at stimulus
onset (only shown for ambiguous cylinder stimuli, but the
same pattern exists for other stimuli). The counterphase mod-
ulations of SFC in the two frequency bands suggest that during
stimulus presentation, the coherence between spikes and LFP
shifts toward higher frequency components of the LFP. If the
average SFC during stimulus presentation is contrasted with
that during the blank period (Fig. 7B, only shown for ambig-
uous cylinders), there is a clear shift in coherence from lower
toward higher frequencies. Both the suppression of coherence
in the lower frequency band during stimulus presentation and
the increase in coherence for the higher frequencies were
statistically significant for all stimuli and off-durations (paired
t-tests over cells, comparing the average coherence during
stimulus presentation between 200 and 400 ms after stimulus
onset with the average coherence during the off-period be-
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Comparison of coherence values during stimulus presenta-
tions between off-durations also yielded interesting results.
Longer off-periods were generally associated with both higher
coherence in the 80—120 Hz band and lower coherence in the
10-50 Hz band compared with short off-durations (Fig. 7, C
and D). While this difference was relatively small, it was
highly significant for both ambiguous and opaque cylinder
stimuli (paired #-test within cells, P < 0.01). For dynamic noise
stimuli, the difference was only significant for the high-fre-
quency coherence values (P < 0.01), not for the lower-
frequency band (P = 0.20).

If temporal correlations between the LFP and spikes are
based on data from a single electrode, spurious correlations in
frequencies > 50 Hz can arise from contamination of the LFP
signal by the spectral contents of the spike waveforms (Zanos
et al. 2011). As a result, increases in spike rate can artificially
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increase the apparent coherence between spikes and LFPs
recorded from the same electrode. Since the difference in SFC
that we report for the frequencies between 80 and 120 Hz
coincide with an increased spike rate, this could potentially
confound this aspect of our results. While our method of LFP
interpolation around spike moments is a commonly used ap-
proach for removing spikes from the LFP trace (Galindo-Leon
and Liu 2010; Jacobs et al. 2007; Okun et al. 2010), it was
recently shown to be far from perfect (Zanos et al. 2011). A
more efficient Bayesian spike waveform subtraction algorithm
(Zanos et al. 2011) requires a wide-band LFP signal with a
higher sampling rate than we have available in our data. We
performed two additional analyses to investigate the potential
presence of spurious correlations in the 80—120 Hz frequency
band of our SFC data. ANCOVAs on SFC data with spike rate
as continuous grouping variable revealed that there was indeed
a strong effect of spike rate for all stimuli (all P < 0.01),
indicating that spurious correlations play a significant role in

J Neurophysiol » doi:10.1152/jn.00252.2012 « www.jn.org

2T0Z ‘02 Jaquiadad Uo Weplaiswy UeA JalsiaAun Je /bio ABojoisAyd-uly/:dny woiy papeojumod



http://jn.physiology.org/

INTERMITTENT STIMULI STABILIZE MT RESPONSES

2111

>

[~ 10-50 Hz — 80-120 Hz ] ¢

1.02

1.00 A

0.98 -

Normalized SFC
3
Normalized SFC

0.98 -
off: 250 ms

0.96

[ 10-50 Hz — 80-120 Hz ] ¢

Fig. 7. Modulation of SFC. A: cell-averaged
fluctuations of SFC in the low beta/gamma

off: 2000 ms (10-50 Hz, light gray line) and high gamma

[
1
1
1
1
v
o
1
1
1

1000 1500 0

0 500

(80-120 Hz, dark gray line) ranges during
presentation and removal [for 250 ms (left)
or 2,000 ms (right)] of an ambiguous rotat-

1500
Time (ms)

500 1000

Time (ms)
C

off: 250ms

mmmm off: 2000 ms | ing cylinder. The SFC within each frequency

Stim off — Stimon | ¢
; *p < 0.01

0434 =*

SFC

0.40 A

SFC

80-120 Hz

~€ > ==

: : off: 2000 ms

25 50 75 100 125 150 175 200

O

W:a
0.50 E m m ® 4
0.45 y

0.40

SFC (0ffx00ms)

0.35

Frequency (Hz) i@

LF: 10-50 Hz band is normalized to the average SFC at
HF:80-120 Hz  stimulus onset. Shaded areas represent SE.
* B: population-averaged SFC spectrograms
_ for the stimulus presentation period between
200 and 400 ms after stimulus onset (“Stim
on,” dark gray) and the 50-250 ms of the
intermittent blank duration after stimulus
offset (“Stim off,” light gray) for sequences
of ambiguous cylinders with off-durations of
2,000 ms. Shaded areas represent SE. C: pop-
ulation average of the stimulus-evoked co-
herence values in the lower (LF, 10-50 Hz)
and higher (HF, 80-120 Hz) frequency
bands for the shortest (250 ms) and longest
(2,000 ms) off-periods for all 3 stimulus
""" tyPes (amp,_cy1 = 32, Mayn noi = 42, Nop eyt =
38). D: distributions over cells of the average
coherence values plotted in C.

@ 10-50 Hz
O 80-120 Hz

035 040 045 0.50
SFC (0ffs0ms)

035 040 045 0.50
SFC (0ffs0ms)

this part of the SFC results. However, the interaction between
spike rate and off-duration was also significant for all stimuli
(all P < 0.05), suggesting that our results do not completely
depend on spike rate alone. To reveal effects of off-duration on
SFC without the confounding factor of spike rate, we calcu-
lated SFC for mean-matched subsets of the data (Kaliukhovich
and Vogels 2012). These mean-matched subsets of cells were
equalized in spike rate by randomly removing single cells from
the analysis until the groups of different off-duration had a
similar mean spike rate. This mean-matched SFC analysis
confirmed the effects reported for the entire cell population,
with significant off-duration-dependent differences in SFC for
all stimuli and in both frequency bands (ANOVA, 10-50 Hz:
Pomb_ey1 < 0.01, Py i < 0.05, Py, 1 < 0.05; 830-120 Hz:
Pamb_cyl < 001’ den_noi < 001’ Popa_cyl < 005’ namb_cy] =
48, 61, 50, 54; ngyn noi = 52, 59, 53, 53; ngp, oy = 21, 27,
24, 27).

Altogether, the presence of a stimulus, and thus of stimulus-
evoked activity, appears to lock the spiking activity of MT
neurons to higher frequencies of the LFP signal than is the case
in the absence of stimulation. This effect is stronger with

035 040 045 0.50

SFC (0ffas50ms)

longer off-periods, which is consistent with the idea that spikes
that occur on the basis of a higher frequency could potentially
be placed with higher temporal precision and lower variability
than spikes that are locked to lower frequencies of the LFP.
LFP activity in area MT in the higher gamma range reflects
the motion direction and speed tuning properties that can also
be observed in spiking data of single-unit recordings (Khayat
et al. 2010; Liu and Newsome 2006). Furthermore, oscillations
in the gamma range are considered related to the synchroniza-
tion of activated neuronal ensembles (Fries et al. 2007). The
stronger shift in SFC to higher-frequency components of the
gamma cycle with longer off-durations could be related to
network-based mechanisms that reduce response variability.
The increased coherence between spikes and LFP of the
neurons in the local network could perhaps also explain the
increased regularity in spike timing as indicated by the de-
creased DP**/spike values in our spike timing analysis.

DISCUSSION

It is common practice in systems neuroscience to investigate
brain functioning with repeated stimulus presentations. Re-
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sponses are generally averaged over trials to obtain an estimate
of the mean response magnitude. However, the timing of
repeated stimulus presentation can profoundly influence the
evoked responses on individual trials. Whereas the straightfor-
ward reduction of responsiveness known as adaptation or
fatigue has been known for a long time, our novel results
demonstrate a more complex effect of intermittent motion
stimulus presentation on neuronal response patterns. When
interruptions between stimulus presentations of a standard
duration were systematically increased, neuronal response
variability became increasingly smaller. We carefully checked
whether the adaptation-driven response magnitude effects suf-
ficed to explain the response variability effects. Even though
response magnitudes were sometimes correlated with the vari-
ability measures, there was always an additional effect of
off-duration that was independent of response magnitude.
These response stabilization effects independent of magnitude
effects could be observed in spike rate variability measures,
both over sequences of tens of stimulus presentations and
between pairs of directly subsequent trials, as well as in the
variability of precise spike timing patterns.

Network-driven variability reduction. A decline in neural
variability in response to stimulus presentation has recently
been demonstrated to occur with a broad range of stimuli and
in many cortical areas of both anesthetized and awake behav-
ing monkeys (Churchland et al. 2010). In this particular study,
data from multielectrode recordings suggest that the reduction
in variability is a network property, implying some stimulus-
driven stabilization effect within cortical circuits. Gamma
oscillations have long been suggested to play a role in the
synchronization of neuronal activity within a cortical circuit
(Fries et al. 2007), and the presence of gamma oscillations has
been shown to reduce spiking variability in sensorimotor cor-
tex (Murthy and Fetz 1996). In area MT, similar synchroniza-
tion effects may very well underlie the observed reduction in
response variability, even in measures as subtle as precise
spike timing. Our SFC analysis suggests that the occurrence of
spikes during stimulus presentation is more strongly synchro-
nized to LFP oscillation in the high gamma frequency range
(80-120 Hz) than during intermittent blank durations. This
increase in SFC at high frequencies is accompanied by a
decrease in coherence at lower beta/gamma frequencies
(10-50 Hz), indicating a stimulus-evoked shift in the SFC.
Furthermore, this shift toward SFC in higher LFP frequencies
is more pronounced for longer off-durations where spiking
variability was also shown to be lower, suggesting that the
altered SFC may somehow be responsible for the more regular
spiking patterns.

Functionally, a reduction of response variability improves
the signal-to-noise ratio of the neural code and allows a more
reliable information transfer between neurons or processing
stages. This potential role for reduced variability is supported
by the finding that attention enhances the reliability of neuronal
responses in area V4 of the macaque more strongly by reducing
variability than by increasing response magnitude (Mitchell
et al. 2007). In our study, we did not ask the monkey to report
perception because we wanted to record neuronal activity that
primarily related to the visual stimulation. While we believe
that there is no reason to assume a systematic influence of
attention with this paradigm, it is theoretically possible that the
monkeys’ attentional load covaried with the off-duration and

that at least some of the effects of off-duration are related to
these differences in attentional load. It has been shown that in
area MT stimulus-driven power increases in the gamma range
of the LFP are stronger for attended than for unattended stimuli
(Khayat et al. 2010). A multitaper analysis with the same
settings as in the SFC analysis was performed on the LFP data
alone and revealed no differences in stimulus-driven gamma-
power (20—100 Hz) increases between the shortest and longest
off-durations for any of our stimuli (paired #-test across cells,
Pob eyt = 024, Py i = 098, Py, o = 0.08). We also
analyzed whether any hints of attentional load differences
between off-durations could be extracted from the animal’s eye
movement data and found no differences in either eye position
or horizontal eye movement distance relative to the stimulus
position (all P > 0.11). Vertical eye movements were not
informative because they were heavily contaminated by pupil
dilation differences in response to the changes in luminance
evoked by stimulus presentation. As a final control for any
possible effects of attention, we compared baseline spiking
rates over the different off-durations. Attention has previously
been shown to increase baseline spiking rates and fMRI BOLD
signal in several extrastriate areas (Kastner et al. 1999; Luck et
al. 1997; Williford and Maunsell 2006), but no such differ-
ences were apparent in our data (ANOVA, all P > 0.54).
Whereas these analyses do not definitively eliminate the pos-
sibility of an influence of the animal’s attentional state on our
findings, the absence of any statistical differences does render
it unlikely that attention played a crucial role in reducing
response variability in our experiments.

While previous studies demonstrate that the mere presence
of a stimulus reduces neuronal variability (Churchland et al.
2010) and that attended stimuli evoke responses with lower
variability than unattended stimuli (Mitchell et al. 2007), our
results demonstrate that stimulus-evoked variability reductions
also crucially depend on the timing with which the driving
stimuli are presented. This suggests that standard network-
driven response stabilization is a time-consuming process that
stabilizes the activity patterns of individual neurons more
strongly when it is given more time to reorganize itself during
the blank duration. Moreover, since all the basic effects we
report in this study are seen with all three stimuli, neuronal
response stabilization might be a generic cortical mechanism
that facilitates the efficient encoding of repeated stimulus
presentations by increasing the signal-to-noise ratio of the
neural code. It would therefore be interesting to investigate the
temporal evolution of response stabilization within the local
cortical network by simultaneously recording the responses of
many neurons while they are being stimulated with sequences
of stimuli separated by systematically varied blank durations.
The hypothesis of a network-driven reduction in response
variability also predicts that the spontaneous activity preceding
stimulus presentation should become more regular. Unfortu-
nately, the spontaneous activity we recorded in the present
study was of too low a magnitude to reliably test this pre-
diction.

Perceptual stabilization. This neurophysiological study of
the effect of interstimulus blank duration on neuronal response
properties was inspired by the psychophysical phenomenon of
perceptual stabilization (Klink et al. 2008; Leopold et al.
2002). Over the last few years, insightful results about the
nature of perceptual stabilization have been obtained with
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behavioral studies (Brascamp et al. 2008; Carter and Cavanagh
2007; Kanai et al. 2007; Klink et al. 2008, 2009; Knapen et al.
2009; Pastukhov and Braun 2008), neural imaging (Raemaek-
ers et al. 2009), brain stimulation (Brascamp et al. 2010), and
computational approaches (Gigante et al. 2009; Noest et al.
2007; Wilson 2007), but it currently remains unclear how the
activity patterns of single neurons are altered when perception
stabilizes. Obviously, our present study cannot directly provide
an answer to this question. It does, however, allow some
tentative speculation about the relationship between perceptual
stabilization on the one hand and neuronal response stabiliza-
tion on the other. For instance, it is generally believed that the
brain’s initial “choice” for one of the perceptual interpretations
of an ambiguous stimulus depends on small random fluctua-
tions in the activity patterns of the neurons that represent the
competing percepts (Noest et al. 2007). Whereas response
stabilization occurred for all our stimuli, not only the ambig-
uous one, a reduction of minor neuronal activity fluctuations
around a delicate perceptual choice moment may have much
more profound effects on perception than an equally large
reduction of neuronal fluctuations in the firm representation of
an unambiguous stimulus.

On this account, it is intriguing to note that the neuronal
response stabilization demonstrated in our study similarly
depends on off-durations as the perceptual stabilization that
was previously demonstrated in behavioral experiments (Klink et
al. 2008; Noest et al. 2007). Whereas current computational
models can explain a wide range of experimental findings on
perceptual stabilization (Pearson and Brascamp 2008), they do
not yet contain enough detail to reproduce our measures of
variability. However, in a prominent computational model of
perceptual stabilization, the strength of stabilization can be
manipulated with a crucial parameter () for which a decisive
neurophysiological interpretation is currently lacking (Noest
et al. 2007). Interpreted either as an intraneural baseline that
interacts with the adaptation state or as the strength of connec-
tivity between percept- and adaptation-state carrying neurons,
such a parameter might very well depend on interactions within
the local network. Taking these models to the next neurophysi-
ologically plausible level would require the incorporation of
two important factors that can be derived from our results.
First, the indirect effect of response magnitude on neuronal
stabilization could be an important nonlinearity in the system,
potentially related to the biophysics behind the spike-
generating mechanism. Second, the additional stabilizing effect
of blank period duration, independent of response magnitude,
may involve complex local network interactions and their,
potentially subthreshold, effects on the neuronal dynamics.
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